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The WHAT, WHY, and HOW



The WHAT



An agent is anything that can be viewed as perceiving its
environment through sensors and acting upon that
environment through actuators.

— Stuart Russell and Peter Norvig, in Chapter 2.1
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The WHY



. because Bill Gates and Andrew Ng Said So!!!

“Agents are [...] going to 7\\\\
change how eve . *

interacts with 2 -
computers [...] upel» ,

Al AGENTS

_w, "Ithink Al agent workflows
%ﬂve‘ massive Al progress
Slyear — perhaps even ~

the software industry.
”11/09/2023

¢¢ EVERYTAING *°
CHANGES IN 2024

more than the next generatigh#
of foundation models... |
”03/20/2024

(Angel Investor of AG2)



What Future Al Applications Look Like?



What Future Al Applications Look Like?

GenAl-Intensive, LLM Inference-Intensive
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The Shift from Models to Compound Al Systems AGE
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Increasingly many new Al results are from compound systems.

Figure source: Matei Zaharia et al. The Shift from Models to Compound Al Systems. BAIR
Berkeley Blog. 02/2024.
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Complex Static Logics Compounded with the Dynamic AGE

Nature of LLMs




The Dawning Age of Agents AGE
Language Agent
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Figure source: Sumers, T. R., Yao, S., Narasimhan, K., & Griffiths, T. L. (2023).
Cognitive architectures for language agents. arXiv preprint arXiv:2309.02427 .



The HOW
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- Flexible multi-agent GitHub papers by The

conversation framework Sequence LLM Agents
- Code/function execution

Workshop



PyPI downloads '686k/month § pypi package [0.9.1

Contributors Wall
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tylersuard @ 3723725, 8:44PM
Hey Autogen/AG2 Community,

I've spent the last year and a half building an enterprise-level RAG system for a
Fortune 500 manufacturer - 50 million records, 12 databases, and 100K+ PDFs,
all answered in 10-30 seconds using Autogen to manage concurrency, agent
logic, and question rewriting. This project was such a success that 1 ended up
writing a book about it, which covers everything from data ingestion to
orchestrating agents at scale. If you're interested in how Autogen fits into a real-
weorld, large-scale RAG pipeline, or just want to see code samples and best
practices, I'd love to share details. Feel free to ask questions here or check out
my beok in Manning.com’s Early Access on March 27th!
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AG2’s Perspective on What's Essential in Supporting Al Agent =t

Development Ak

Agentic Abstraction Multi-Agent Orchestration
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Build Effective Agents with AG2

Step 1. Define AG2 agents:
Conversable & Customizable

Conversable agent

____________

Agent Customization

- Customizable Capabilities

LLM Tools Human

n|f|ed Conversation Interface m

Chat m@s yﬁessages



Build Effective Agents with AG2 b=
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Step 2. Get them to talk: .
Conversation Programming
________________ Q.
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i i LLM Tools Human
Multi-Agent Conversations / \
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Sequential Chat Nested Chat Group Chat Hierarchical Chat
Flexible Conversation Patterns



Agent: ConversableAgent - The Basics AGE
CONVERSABLEAGENT

ConversableAgent is at the heart of all AG2 agents while also being a fully

functioning agent

Let's converse with ConversableAgent in just 5 simple steps.

- LLM-Driven Dynamic

ppe SR Multi-Turn Chat

| - Built-in Code Execution
Un_config = {*spi_type*: “openai®,  topt-do-ad - Built-in Tool Usage

- Built-in Human-in-the-Loop

my_agent ConversableAgent(

name

1lm_config=1lm_config,

system_message

my_agent.run("]I

ConversableAgent



https://docs.ag2.ai/docs/user-guide/basic-concepts/conversable-agent

Built-in Code Execution

LOCAL OPERATING SVSTEM
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Sophisticated Tool Usage

Task

|

Search for the latest news on AG2

‘ Selector Agent

— Al
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Executes tool & returns
result

Suggests tool

Executor Agent
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Reference Agents v Captain Agent Real-time Voice Agent
CaptainAgent i

Communication Platforms >
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CO nvers at Ion P rogra mmin g Sequential Chat Nested Chat Group Chat Hierarchical Chat

Flexible Conversation Patterns

Overview

Many hands make for light work and orchestrating workflows containing many agents is a
strength of the AG2 framework.
Super Power: Composability
1. Two-agent chat: The simplest form of conversation pattern where two agents chat
back-and-forth with each other.

2. Sequential chat: A sequence of chats, each between two agents, chained together by
a carryover mechanism (which brings the summary of the previous chat to the context
of the next chat). Useful for simple sequential workflows.

3. Group chat: A chat with more than two agents with options on how agents are
selected.



Use Case Example - Customer Service

Customer Service Nested Chat
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https://docs.ag2.ai/docs/user-guide/advanced-concepts/swarm/use-case
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Financial Services Related Use Cases:
@ Processing expenses

@ Paying invoices

@ Chasing customer debts

@ Collecting employee payroll details,
analyzing financial KPIs

@ Generating reports in various
formats
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Features That Helped:

& Tool Calls

& Multi-LLM Calls
& Group Chat

& Structured Output
& Agentic RAG

User requests
Research Task
PLANNING
Planner and Plan Reviewer
é agents conver sation é
PLANNER rounds) ok PLAN REVIEWER
Task spit into sub-tasks Provide r dations on
Determine agent for sub-tasks 1 the plan
Specify sub-task instruction Make sure user’s request are
respected

Final plan stored in Context
sent for implementation

!

CONTROL

-

@

CONTROL AGENT

®

RESEARCHER

Writes data analysis pipelines Distributes sub-task and Reasons on task
Fixes code instructions sequentially to each Interprets resuits
agent i charge Genarates reports
SOFTWARE AND é
LITERATURE AGENTS EXECUTOR
Information retrieval on docs Exacutes code pipeines
Provide code snippets Saves reports
Suggest bug fix on user-
specific foraries

!

[

All steps in plan successfully completed
Session ends




& Dynamic content generation with high
accuracy and following brand guideline
@ walmart.com scale
= Key Designs:
- A planner agent as the group chat
manager
- Agent selection policy: which ones are
most likely to disagree with each other
& sequence the debate
- Astepwise plan

Agentic Framework (AG2)
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Out-of-the-bax Conversation Pattern Option
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Coan we orchestrate them even better than existing options?
Furthermore, can we deploy these at scale?
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Figure Sources: Screenshots of Google Cloud Next 2025

Official Youtube Videos


http://walmart.com

User asks a question

Question Triage

: $

[ Clarify ] [ Product Search ] [Customor Order Sil'ch]

H
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User Question + Chat History
@ Fortune 500 RAG Chatbot Scales to 50M+
{

Records in Under 30 Seconds

(omomromer ) (omomrm )

! ! ! : @ Handling thousands of product queries a day
s s'""] [:;;hm] [Esn::nmor] [3&?«'—‘,&;’@,' across 12 databases used to mean 5-minute wait

Function Executor
Agent Agent Agent Agent . . .
times and brittle infrastructure.

streaming structured outputs, and running

(| searcnmesuts | ] (| searcnresues |] & Avoids hallucinations by rewriting queries,
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Build Together with The AG2 Community



Recent Updates: OSS Weekly Releases

= CONNECT

3 days ago

[T T
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Compare =
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* = ReliableTool - Ensure your tools do what you need them to do!
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Motebook examples: Ba
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gle Search
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' Thanks to all the contributors and collaborators that heliped make the release happen!
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Recent Updates: Research AGE

- On Understanding Failure Modes of Multi- - Test-time Scaling via Agents
Agent Al Systems
(ICML 2025 Spotlight - Top 2.6%) - >
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Example Apps Built
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